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Abstract--Association rule mining is a technique of discovering interesting correlation among items present in a dataset. To discover such 
interesting association rules, more than one objective need to be optimized rather than exploiting a single objective. This motivated to pose 
the association rule mining algorithm as a multi objective problem and use particle swarm optimization based multi objective metaheuristics 
to solve this problem as they tend to explore the global search space effectively in less time. This paper considers confidence, 
comprehensibility, interestingness as three objective for mining association rule and use a pareto based  Particle swarm optimization  to 
extract useful and interesting rules from quantitative database. The results of these algorithms are evaluated on various quality measures 
and are found to be suitable. 
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1 INTRODUCTION 

 Data mining is an important tool for discovering knowledge 
from a huge database. So it is known as an integral part of 
knowledge discovery process in database (KDD). Association 
rule mining (ARM) is a data mining task which aims to find 
correlation between the items in a large database. These 
correlation can be visualized in the form of IF-THEN rule i.e., 
if A then C, where A is the antecedent (set conditions) and C 
is the consequent (set of outcomes). The antecedent and 
consequent side can contain more than one item. However 
there should not be any common items between the two 
sides. 
Association rule mining has received a great attention in 
research and has evolved from seminal to state of the art over 
last decade. However, there is a significant challenge in 
applying these algorithms to the real world applications. 
Association rule generation is considered as an NP-hard 
problem as it needs to search a search space of 2n, where n is 
the number of items. Because of the exponential growth of 
search space and database dependent thresholds, many 
researchers have proposed the use of evolutionary 
algorithms. In 2004, Ghosh et al.[1] showed that association 
rule can be mined by considering more than one objective . 
But they restricted to the mining of association rule from 
market basket data. In 2002, Coello et al. [2] developed a 
multi objective version of particle swarm optimization 
algorithm (MOPSO) and since then it has been applied to 
various domain. It is believed that MOPSO tends to better 
over other meta heuristics algorithms because of its two 
simple operations. So to explore the benefits of MOPSO, A 
MOPSO based association rule mining technique has been 
developed for mining quantitative databases. 

 
 
 
 
 

 

 
 The paper is organized as follows. In section 2 an overview 
of the existing association rule mining techniques are 
described. Section 3 covers details of proposed work 
including the repairing and join operators. Experimental 
setups along with results and comparisons are put in section 
4. At last section 5 includes the conclusions and future works. 

2 RELATED WORKS 
2.1 Classical Approaches for Association Rule Mining 
The Association Rule Mining problem was first proposed in 
1993 by Agrawal et al. [3] Since then it has evolved a lot and 
have become well explored research area. As stated by 
Agrawal et al.[3] association rule mining  technique can be 
divided into two subproblems (1) generation of  frequent 
pattern (2) generation of rules from these frequent patterns. 
Most of the existing algorithms present in the literature focus 
on the first part. The first among this is the AIS [3] algorithm. 
In this algorithm only one item can be present in the 
consequent part. So this algorithm generates association rule 
in the form of X∩Y→Z.  However Agrawal  and Srikant made 
a great improvement over the AIS  algorithm and proposed 
an efficient approach called Apriori algorithm[4]. Apriori 
used a pruning technique which avoided the combination of 
non-frequent items, while guaranteeing completeness. 
However there are two bottlenecks of Apriori algorithm. (1) 
Its complex candidate generation technique require more 
time and space. (2) It requires multiple scans over the 
datasets. FP-growth [5] (frequent pattern growth) uses an 
extended prefix-tree (FP-tree) structure to store the database 
in a compressed form. The algorithms for association rule 
mining discussed are for market basket data. For quantitative 
association rule mining, the data are first mapped to boolean 
domain and then binary association rule mining algorithm 
are applied[6]. So discretization of numeric attribute is an 
extra overhead for quantitative association rule mining 
problem.   
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2.2 Evolutionary Approaches for Association Rule 
Mining. 
There are several population based search algorithms exist in 
the literature, which can explore and exploits the search space 
to generate the association rules in polynomial time. In 
DMARG[7] and DDMARG[8], each allele in the chromosome 
represents a given item rather than a rule. These techniques 
may generate huge number of rules, some of which may be 
uninteresting and might have occurred by chance. To 
combine the two phase approach of DMARG and DDMARG, 
ARMGA [9] encoded the rules as a chromosome. In this 
approach a length k is set for the rules, and then a 
chromosome of length k+1 is used. Position 1 to k specifies 
the index of the items and position 0 contains the cut point 
between the antecedent and consequent. But they have 
restricted the rule length to k. The standard GA for boolean 
association rule mining cannot be directly applied for 
numeric association rule mining. There are several 
alternatives for representing continuous attributes inside a 
population. One of the first attempts is the GENAR[10] , 
which deals with only those rules which involve all the 
database attributes except the last one which acts as 
consequent. So it is necessary to prepare the data to indicate 
the tool which attribute form the part of antecedent and 
which one is the consequent. But there may be other 
association rule exists in the database which involves variable 
no of attributes in either side. GAR [11](Genetic Association 
Rules) is an extension of GENAR algorithm which uses a 
representation scheme where each attribute is codified 
through a set of three consecutive genes, the first one is the 
index of the variable, and then the interval is represented by 
the lower and upper bound. Furthermore a variable length 
representation for each item set is used in this case. 
Kwasnicka and Switalski have proposed an extension EGAR 
[12](Extended GAR)  which uses a michigan encoding 
technique where each individual encodes a single frequent 
item set, and consists of two chromosomes. One chromosome 
contains the continuous attribute and the second one contains 
the discrete attributes. But it also works in two phase as in 
GAR. Salleb et al.[13] proposed a QuantMiner , based on a 
genetic algorithm that dynamically discovers good intervals 
in association rules by optimizing both support and 
confidence. But this also requires user defined parameters 
like minimum support, minimum confidence, and a user 
defined rule template or the format of the quantitative 
association rules. 

So far the study, presented association rule 
generation using single objective. However generating 
association rules in a single phase requires more than one 
objective to be considered. This inspired researchers to pose 
the association rule mining problem as a multi objective 
optimization problem. The pioneering work in this context is 
done by Ghosh et al.[1]. They considered three objectives and 
presented a pareto based association rules. Wakabi-Waiswa et 
al.[14]  extracted association rules by using the three 
objectives used by Ghosh et al.[1] along with J-measure and 
perplexity but they transformed the multi objective problem 

to a single objective problem to obtain the association rules. 
Though Ghosh et al.[1]  proposed pareto based association 
rule mining but they restricted  themselves to market basket 
data. For treating quantitative association rule mining as a 
multi objective problem, the pioneering work was carried out 
by Alatas et al. [15] they proposed a multi objective 
differential evolution algorithm for numeric association rule 
mining (MODENAR) to solve the quantitative association 
rule mining. But in MODENAR, they described that 
amplitude of the intervals in each of the attributes which 
conforms interesting rule must be smaller. That means 
between two individuals that cover the same no of records 
and have the same no of attributes the one whose intervals 
are smaller gives the best information. Suppose there are two 
rules of same support and both the rules have same no of 
attributes but they are completely different rules: 
R1: A1[5.0, 10.5] → A3[22.0, 38.9] 
R2 :A3[5.7, 7.5] → A4[23.0, 24.6] 
In this case if the 2nd rule is selected (since having smaller 
amplitude of intervals), then a valid rule like R1 may miss 
out.  However for more information on evolutionary based 
association rule mining the interested reader may refer to 
[16].  

3 PRPOSED METHOD 
3.1 MOPSO Based Quantitative ARM 
 A MOPSO based quantitative association rule mining 
technique is used here in order to extract association rules 
from numeric data. A brief description of this work is given 
below:   

3.1.1 Particle Representation 
The particles are represented by using Michigan approach of 
encoding, where each particle of the swarm represents a rule. 
Each particle have a position vector and velocity vector. Each 
component of the particle's position vector has 3 parts. The 
1st part is always a random number between 0 to 1. If this no 
is ≤ 0.33, then the corresponding attribute is in the antecedent, 
if it is ≥0.66, then it present in the consequent, however any 
other value denotes absence of the attribute in that rule. The 
2nd and 3rd part represent the lower and upper bound of the 
attribute interval respectively. The lower and upper bound 
must be within the range of the attribute's minimum and 
maximum allowable value. For example suppose there are 3 
attributes A1(2.5-9.5), A2(1.00-20.00) and A3(22.5-25.5), then 
the pictorial representation of the rule 

A3[22.6, 23.5]→ A2[3.2, 16.0] is shown in figure 1. 

  

Figure 1: Particle representation in quantitative ARM. 

A1 A2 A3 
0.5 3.4 6.9 0.789 3.2 16.0 0.21 22.6 23.5 
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3.1.2 Fitness Evaluation 
The fitness of the particle is calculated by using confidence, 
comprehensibility and interestingness. These are given by the 
following equations adopted from(Ghosh and Nath) 2004 [1] . 

Confidence (A→C) =P (C|A)             (1) 

Comprehensibility = log (1+|C|)/ log(1+|A U C|)           (2)  

Interestingness = [SUP (A U C)/SUP(A)] 

                       * [SUP(A U C)/SUP(C)] 

                * [1- (SUP(A U C)/ |D|)]                         (3) 

Where |C | and |A U C| are the no of attributes in the 
consequent and in the whole rule respectively. |D| is the 
total no of records in the database. Here a constraint is 
specified that, the confidence of a rule should be >=50%. So 
instead of simple domination check, a constraint domination 
check [17] is carried out to find the non dominated particles. 

3.1.3 Guide Selection 
The task of a global guide gbest in particle swarm 
optimization is to explore the search space to move towards 
the global optimum. As multi objective optimization problem 
has multiple tradeoff solutions, there are more than one 
solutions present in the repository. For each particle a guide is 
selected from the repository. Since all the solutions in the 
repository are optimal solutions, other criteria must be used 
to select a single guide for each particle. So a crowding 
distance based approach is used to select a guide from the 
repository [18]. In this approach the particles are sorted in 
descending order of their crowding distance(CD). Then for 
each particle a guide is selected from top 10% of the 
repository. To exploit the search space personal guide pbest is 
used in particle swarm optimization. Initially the personal 
best position of each particle is initialized as the particle itself. 
After velocity and position update, if the current position is 
dominated by the position in memory i.e., the previous pbest, 
then the position in memory kept; otherwise the current 
position replaces the one in memory; if neither of them is 
dominated by the other, then randomly choose any one. 

3.1.4 Velocity and position Updation 
The velocity of each particle in the swarm is calculated by 
using the following equation.  

vid=w i * vid +c1 * 

 rand() * (pid – xid) +c2 * rand() * (pgd     –xid) (4) 

Where d is dimension or number of attributes, c1 and c2 are 
the cognitive and social learning factor respectively, w is the 
inertia weight. xid and vid are the position and velocity of the 
particle i at the dimension d respectively. pid is the position of 
the personal best and pgd is the position of the global best. 

The positions of each particle are updated using the following 
equation. 

xid=x id + vid     (5) 

Where xid and vid are the position and velocity of particle i at 
dimension d respectively. 

3.1.5 Repository Maintenance 
Initially the repository contains all the constraint non 
dominated solutions of the initial    swarm. While inserting 
into the repository a complete rule overlap check is done. 
That means if the attributes in antecedent and consequent 
part of rule to be inserted (R1) is same as any of existing rule 
in the repository (R2) and one is completely overlapped with 
another, and their supports are equal then the rule with 
smaller interval should be kept. For example: 

R1: A1[5.0, 10.5]→ A3[22.0, 38.9] 

R2 :A1[5.7, 7.5]→ A3[23.0, 33.6] 

Let their supports are equal then the 2nd rule must be kept in 
the repository. Here the equation which is used to calculate 
the amplitude of the interval is adopted from [15] i.e., 

 

  Where m is the no of attribute present in that rule. 
After each move of the swarm the repository gets updated. A 
particle can reside in the repository if it is not dominated by 
the particles already present in the repository. If any existing 
repository particles become dominated by this insertion then 
it should be removed. Since the size of the external repository 
is fixed by the user there may be a chance of overflow. If 
overflow happens then again particle are arranged in 
descending order of their CD. Select any particle from the 
bottom 10% of the repository which comprises the most 
crowded particle in the archive for the purpose of 
replacement. 

3.1.6 Repairing Operator 

(6) 
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 After position update of each particle if some particles go 
outside their boundary or lower bound takes greater value 
than that of upper bound, at that time repairing mechanism is 
used so as to explore only the feasible region. If lower bound 
takes bigger value than the upper bound within their 
boundaries then simply their values are exchanged. If the 
variables or attributes in the new solution are outside their 
boundaries that are if the lower bound takes a value which is 
less than its allowable minimum value or upper bound takes 
a value which is bigger than its allowable maximum value, 
then repairing operator is applied as follows:

 

Where xjmin and xjmax are the minimum and maximum 
allowable value for jth attribute respectively. x’j,i is the 
calculated position for the ith particle at jth dimension. 

3.1.7 Join Operator 
 Here filtering is used as a post processing method. When the 
specified no of generations completed, check partial overlap 
between rules. A rule is said to be partially overlapped with 
another rule if they both have same attribute in antecedent 
and consequent and for each attribute, one rule’s lower 
bound or upper bound lies in between the lower bound and 
upper bound of another rule. For example: 

R1: A1[5.0, 10.5] → A3[22.0, 38.9] 

R2 :A1[5.7, 12.5]→ A3[20.0, 33.6]$ 

If such overlap found between any two rules then combine or 
join the two rules into one as follows: 

Rnew: A1[5.0, 12.5] →A3[20.0, 38.9] 

Algorithm 1 : Proposed Algorithm for MOPSO based ARM 

1) for i= 1 to N (population size) do  
a. Initialize P[i] randomly.(P is the population)  
b. Initialize V[i]=0.  
c. Initialize the personal best of each particle  
d. PBEST[i]=P[i].  

2) end for.  
3) Initialize the iteration counter COUNT=0  
4) for i= 1 to N do  

a. Decode p[i] to get the antecedent, consequent 
and the whole rule.  

b. Evaluate P[i] i.e., calculate confidence, 
comprehensibility and interestingness of the 
decoded rule.  

5) end for.  

6) Store the non dominated solutions found in P into 
external archive A.  

7) Repeat  
a. Compute the crowding distance(CD) values of 

each non dominated solution in the archive A 
and sort them in descending order.  

b. for i= 1 to N do  
i. Randomly select the gbest guide for P[i] 

from top 10% of the sorted archive A.  
ii. Compute the new velocity and position 

of P[i].  
iii. If P[i] goes beyond the boundaries, then 

apply Repairing operator.  
iv. Evaluate P[i].  

c. end for.  
d. Update the repository.  
e. Update the personal best position of each 

particle in P.  
f. Increment iteration counter COUNT.  

8) Until maximum no of iterations is reached.  
9) Apply post processing methods.  
10) Calculate the quality measures listed above for the 

discovered rules. 

4 EXPERIMENTAL EVALUATIONS 
4.1 Dataset Description 

The proposed technique was implemented on different 
datasets, both synthetic and real world with satisfactory 
results. The descriptions of the used datasets which are 
collected from UCI repository are given below: 

Iris Plants Dataset: 
R.A. Fisher is the creator of this dataset. Number of Instances 
are 150. Number of Attributes is 4 numeric, 1 predictive 
attributes. There are no missing Attribute Values present. 

Glass Identification Dataset 
B. German has created this dataset. 214 Number of Instances 
are present. Number of Attributes are 10 (including an Id\#) 
plus the class attribute. All attributes are continuously 
valued. There are no missing Attribute Values present. 
 
Wine Quality Dataset 
This dataset is Created by Paulo Cortez (Univ. Minho), 
Antonio Cerdeira, Fernando Almeida, Telmo Matos and Jose 
Reis. Numbers of Instances are red wine - 1599; white wine - 
4898. Number of Attributes are 11 + output attribute. There 
are no missing Attribute Values are present. 

Abalone Dataset 
The Original owners of database are Marine Resources 
Division, Marine Research Laboratories - Taroona, 
Department of Primary Industry and Fisheries, Tasmania. 
This dataset is for predicting the age of abalone from physical 
measurements. 4177 Number of Instances are present and 
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Number of Attributes are 8. There are no missing attribute 
values. 

4.2 Quality Measures 
For quantitative association rule mining problem, some 
quality measures [19] are used in order to get the quality of 
extracted rules. These are listed below: 
  Coverage: Coverage measures how often a rule A→ B is 
applicable in a database. 

Coverage = P (A)    (8) 

Recall: Recall is the fraction of relevant instances that are 
retrieved. 

Recall = P (A|B)     (9) 

  Accuracy: Accuracy means rate of correctness over a dataset. 

  Accuracy = P (AC) + P (~A~C)   (10) 

  Leverage: It measures the difference of A and B   appearing 
together in the dataset and what would be expected if A and 
B were statistically dependent. 

Leverage =P(B|A)-P(A)P(B)   (11) 

  Added value: Added value measures whether the proportion 
of transactions containing A is greater than the proportion of 
transactions containing B among all transactions. 

Added value = P (B|A)-P(B)   (12) 

  Jaccard:  Jaccard coefficient accesses the distance between 
antecedent and consequent as the fraction of cases covered by 
both with respect to the fraction of cases covered by one of 
them. Higher value indicate that A and B tend to cover the 
same cases. 
Jaccard = P(AC)

P(A)+p(C)−P(AC)
    (13) 

  Certainty factor: It is interpreted as a measure of  variation of 
the probability that B is in a transaction when we consider 
only those transaction where A is. 

Cirtainty factor = P(C|A)−P(C)
1−P(C)

   (14) 

Where A and B denotes the antecedent and consequent part 
of a rule respectively. 

4.3 Parameter Setting 

The result of the proposed algorithm has been compared with 
that of MOGA(Multi-objective Genetic Algorithm). So the 
parameters values for the experiment has given in table 1 

 

Table 1: Parameter setting 

 

4.4 Results and Analysis 

 The average results of 10 runs, obtained for quantitative 
association rule mining are shown in Table 2, Table 3 and 
Table 4. The proposed algorithms are evaluated using the 
quality measures described in section 4.2. It has been 
observed that the MOPSO based association rule mining 
gives better results than MOGA based association rule 
mining. However in case of some datasets, MOPSO results 
are comparable to the results of MOGA based association rule 
mining. In quantitative association rule mining, all the three 
objective function value obtained from the MOPSO based 
approach is better value than that of MOGA based approach. 
The value of the measures like coverage, recall, jaccard, 
certainty factor are more better in case of MOPSO based 
quantitative association rule mining. The concept of using 
guide in MOPSO has helped in exploring the search space 
efficiently. Due to this, more no of rules (or correlation among 
items) are extracted from the databases than MOGA, in a less 
time. Using crowding distance as a guide selection criteria 
and repository maintenance technique, helped in obtaining a 
diversed set of rules. Rules obtained from quantitative 
association rule mining are neither completely overlapped 
nor partially overlapped. 

Table 2: Objective functions values for quantitative 
association rule mining. 
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Table 3: Quality measures for quantitative association rule 
mining

 
Table 4: average time span and average no. of rules for 
quantitative ARM 

 

5 CONCLUSIONS AND FUTURE WORK 
This paper presents a evolutionary based multi objective 

association rule mining technique for quantitative data. The 
performance of the algorithms is evaluated using various 
measures. The experimental analysis showed that, MOPSO 
based association rule mining provides a better result than 
MOGA based association rule mining. As a future work an 
evolutionary based multi objective algorithm can be designed 
that can work on mixed (Boolean and quantitative) datasets. 
Also evolutionary based multi objective optimization 
techniques can be used to design a fuzzy based association 
rule mining. 
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